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Arhitration and Group Decisicn under Uncertainty
J. Encarnacifn
School of Ecomomice, University of the Philippines

Muezon City, Philippines 3004

Assuming that the parties to a conflict have lexicographic
preferences, an arbitration model is Farmulated whose
solution iz fair in the sense that it is not arbitrery. The
solution, whick iz simply an extension of the idea of FPareto
optimality o the multidimensicnal utility case, satiszfies
four conditiens analopous te those of Nash for a bargaining
prnblem,.and i+ is the only scluticn that does so. It al;n
applies to the group decision preblem under uncertainty,
permitting different individual preference orderings and

different subiective probability judgements.



fArhitratisn and Group Tecizicn mider Thmcertainty

J. Encarnaciin

Supposg 4 set of pozsible alternatives that require joint action by tuwco
individusls or parties. & conflict arises when, if either person were to
have his way, he wonld prefer an alternative that is different from what
the ﬂthtr&p-rsan would choose. If the parties to the confiict feel that
some sSgreement is Detter than none, an arbiter is then needed to decide for
both of them in 2 reasonable manmer which, inter alia, does not unfairly
favor one over the other. The set of possible alternatives can be narrowed
to what may be called the admissible set if the arbiter applies from the
cutzet the norms or standards generally accepted in the society--imcluding
any on equity--to eliminate alternatives that violate those standards. A
probles remains, however, when there are stiil many Fareto-optimal elements

evan in the =maller admiseilble set.

In the context of game theory. Luce and Raiffa (1957, p. 121) "define

an arbitration scheme to be a function ... which asscciates to each comflict

-+« @ mnigue payoff to the players."” For example, the Nash (1850) =solution
maximizes the proeduct of the two players' von Nemmann-Morgenstern utilities,
putting status quo at the origin. What is especially interesting about the

Mash solvtion is that given the basic assumption zbout the wtility functions,
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it satisfies four conditions whick appear reasomable iIn the context, and
it is the only solution that does so., Luce and Faiffa (1957, pp. 3u3-250)

- have extended the Nash solution to the n-person cade.

In this paper we will compider the problem inder the assumption that
pn{ntnu: are representable by lexicopraphic wtility functions; see
Fishburn (197%) for a survey of this literature. Oursclution, which is
simply a natural extension of the ides of Pareto optimality to the multi-
dimensional utility case, satisfies four properties analogous to the Nash
conditions and is the only solution that does so. After a brief review of
lexicographic preferences in Section I, the solution a2nd some of its
properties sre Jescribed in fections IT and III. Sections IV snd V extend
the discussion to group decision and uncertainty, and Section VI concludes

the paper.
I. Lexicographic Utility

Tt i{s assumed that one evalustes alternastives in terms of multiple
criteria corresponding to sssentially different wante and objectives, so
that the utility of an slternstive » iz & vector ulx) = {ulixil, U, (x),
resde The real valusd function u,, similar to the standard utility
fimetion in sdmitting of arbitrary positive monotonic transformatiens, ranks
the %'s on the basie of the ith criterion of choize, which is more
important and has higher priority than the jth &£ 1 < 1. Given a particular

u it is postulated that there Iz a number ui such that if uifu] : ugp

1!‘
% is considered satisfactory or acceptable with respect to the ith eriterion.
Writing vihr.} = min {u;(x}, u‘;I and wvix) = hilf:u}. fE{x}. ces), Wa then

say that x 4is preferred to y if and only if the first nonvanishing
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compontent of wixn) - wix) : ig positive, i.e. the preference ordering of
the ='s corresponds to the lexicograrhic ordering of the wix)'s. We

- might call wix) the virtuval utility of ‘= =gince in the Jdetermination of
choice it iz what counts and oot alxl.

Let us call such 2 preference system an L¥-ordering in contraest to
L—ordering where ui =« fopr all j..;r‘-rff Hany economists are corTectly
skaptical about the analytical usefulneas of lexicographic utility fimctions
riewing the latter Iin terms of L-ordering. With L-ordering, unless it
happens that the set of =x='s that meximize vy is not a singleton (one-
element cet), the first component of the utility vector will suffice to
determine choice in which case the other components are superflucus. With
L*-grdering on the other hand, a less important criterion plays a role in
choice once the more important criteria have been satisfied. WMore precisely,

let
5, = ix« Si‘1| v, (x) = m:x {?il:}'}] vy &S, 1

i=1,2, ..., where 5. is the =set of possikilities. We have:

o
5. 8; ,, amd 5 7 8, , except where S, iz already a singleton

or whare s is vacuous in the sense that it does not narrow the cholices

in a many-element set. If sj iz a singleton and Sj-l is not, one's
decision then maximizes uiix} subject to x € Ei =003, ey e

We note that if S, iz a ;::‘Lugletnn whenever m?n {vil‘.ﬂl ¥ E Ei—i} < R,
the fact that = is the maximand means that for some x e 5,, omne has

u, (x) 2 ¢4 for all i< 3i; in other words, all the criteria more important
than ui are satisfied. In general, the larger iz the Initial field of
choice Sﬂ {the budget constraint set in consumer theory, for examplel),

the higher would be the index j of the maximand.
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It should be noted that nothing prevents the posaibility of some
criterion u, = flu,, ..y u ;) sothat u is a composite criterion so
- to speak. If (@) dx e 5,1‘ ui{x] > UE for all i <rv and (b} Sr is a
singleton, a person's decision problem would simply be to maximize u (x)
subject only to x £ 5, since uifx} H uﬁ {i < v} are not binding
congtrainte. The usval real valued utility fumction can thus be thought
of as the special caze whera ED is such that (a) holds so that substitution
pﬂﬁsihf:'l:iti!s exist among the arguments of f and therefore also SWODE tha
goods on which these arguments depend. But if 35, iz sufficiently limited,
some u, with i « v would be the maximand and those substitution
possibilities would alsc be limited. TFor example, the nead ‘for food is more
important than the need for leiswre, and a man paid a bare subsistence wage
#ill not reduce his food intake in crder to have more leisure. Hor would

Plate's "just™ man sacrifice an iota of justice for amy amoumt of wealth.

Chipman (1960) has made clear, after the lead of Georgescu-Foegen
(19543, that the validity of real valued utility functions iz based on the
Principle of Substitution, which says that one would be willing to Eive up
some amount of anything for at most a finite amount of something else.

The principle is of course false as= 2 general proposition, and it is not
necessary for an analytical representation of preferences and choice.

While it is a convenient simplication that is useful in wmany special casas,
it canmot be invoked as an argument for real valued utility functioms

without eircularity: the two zre essentially equivalent.
II. The Solution

Consider two persons indexed by h = 1, 2 who agree to arbitratiom
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over their conflict because they would do better through an arbitrated
golution then if they were to go their separate ways. They have
L¥*-crderings but their criteria of choice cen be different. Using super—

seripts on the notation in Section I to label the persons, B locks at the

o h

alternatives in terms of his = {v?, v ). We now write u lx) =

FERRER
(uiﬁx}, u?fx}} in ulx) = Euj{x}, uE{x], cesd and similarly vi{x] =
{vi{x}l, vi{x} in wlx) = (v (x), vylx), ...). If S s 2 set of

alterfatives, we can thus represent » ¢ S as a point ulx) e U(E) =

fulx)] x € 5} or as a point w(x) ¢ V(S) {+(x}| x € 5}. We will also

it

write U, (S) = {u (x| x ¢ 8} and V,(S) Ivim! x € 5k

Sinca u(x) is unique for each =x, ui(x} "determines™ ui+1(x}
in 0{5); we may thus say that Ues < Fi{ui], T =l o e s N DEREL,
& 4is finite or has the cardinzlity of the continuom. In the latter case,
it is natural to @ssume that F, is continuous. Hence 3 uifs} iz a

compact set, U, ,(s) i= also compact.

Dencting the nonempty admissible set by A, we assume that Ui{ﬂ]

is compact. Let

L. a7
A= lxed [¥Wyes ;2 (3 viey > 72 ()

> 3k : Vi) > v‘lfc;rm. T e |

where A, = ho By iz the set of Pareto vl—aptimal elements in A. (We
will simply say that the elements of A, are vi-uptimal.l A, is
nonempty since Ui{ﬁ}‘ hence vifa}, iz closed. If x ﬁjﬂﬂ-ﬁ, there
s mo y in A that every h considerz at least 2s good as X in terms

of his v. and someone considers better. Confining himself to
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2
} only, the arbiter would have no way of deciding the matter

1
W, E EvI‘ ?1

1
if HE{A} iz not a singleten. (This of course is the usual situvation

with stamdard wtility fumctions.)} PRy turning to Yo bowever, The

arbiter's possible decisicns can be narrowed to Rzii 52. HE‘ the sat

of Ve as well as vi-uptimal g:--;:-i::rl::;,23‘r is nonempty {(because ?ﬁ(kll is
closed since Ultﬁi}, hence Ugfhjﬁ, is compact} and smi&iler than ﬁi
mless both v; anc v; happen to be vacuous with respect te Ai-

Procepding further, we put
Ak = ﬁﬂainazﬁ

as the solution to cur arbitration problem. The solution is fair in the
gense that it is not arbitrary, for it merely extends the idea of Paretc

optimality to a multidimensional framework.

What is interesting is that the more cbiectives or eriteria of choice
that the parties to the conflict might have, the easier it is for the
arhiter to arrive at a solution: every additional vi narrows down his
choices to hidi ai_I. We would thus expect that with mc:-ugh.c.:'.‘itﬁrin1
A% will be a singleton. This is obvicus where A& is 2 finite set. If

it is not, we have the following propasitisu.

lemaa 1. If v’ is infinite dimensiomal (h = 1, 2}, V(AN) ia

Proof: Define a measure 3. = s{?tai}] of the "size" of ?fﬂi}

3, = i 2™3 max {a

(x.y)] =7 c A}
o O £ 2 -

3
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‘-"'_?':.H} 1":.':'_';:' i_;

o

Ll‘;{x,j.l','] = = i
E broix3] etz
a2 i

is a measure of distance Letween v.{x) and vi{y], and |w] = {H_'}Ifﬂl
|

z = > e | ] - -
Since 8. . =8, 0 for all i, the Sequance {Hi} iz convergent. We

i== )
" ecan vule out the possibility of some Jj such that o Tl > 0 for
S : BT ] g =2
all 4i >3, for this would nean an Infinice oumber O pairs Yo Vi
which are both vacuous after 3. (The coincidence would have probability
5

zerc, Hin addition to making v  essentially finite.) Therefore s < 31'_1
for an infinite number of indices i, and clearly there is some A <1

such that =, = A s,

i o for those i's since Ai ﬁx:ludéa nost of the

elements of ai_l,

converges to C and the sequence I?{Ail} converges to a poimt.

viz. those which are not vi—ﬁptiwal. Thus {ﬂi}

In our view, an infinite dimensicnal vh is a straightforward
jnterpretation of the common statement that wants are unlimited. This
statement is wsually interpreted to mean an unbounded real valued utility
funetion, but the more literal meaning is that the satisfactinn-nf Any
nueher of wants implies another want. Alternatively, we can interpret the
firat t components of v' as criteris of choice pertaining to the
consequences resulting in time pericd 1, the next t, comlponents as
criteria pertaining to time period 2, and so on, which incidentally would

dizpemse with the need for time discounting in the case of infinite time

horizons (Encarnaciftm 1983a).

What wmay appear obiectiomable about the sclution A% is that we are
letting lower priority criteria decide, in effect, the choice as regards

a higher priority cne, But thisseems precizely what is done when one does
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not knew how the alternstives rank in terms of the more important critericm.
Yor example, In deciding where to have a2 good dinnar In & ztrange city,

- gne might not Imow how the possibilitiee rank in terms of gnality and
therefcre cannot dec.i-ie on the besis of this criterion. Heowever, if one
has a lower priority preference for Japanese food, the field of choice

can “ba narrowed by considering only Japanese restazurants. The arbiter is

in a similar position for he has no way of zelecting a point in .Fl.i_

|
witheut being arbitrary, so he lets A, mnarrow down the choice.
e

!

II. FProperties of the Sclution

We will say that V(s) is symmetrical if for every =, wix) £ V(8)
fmplies Jy: viy) & V(8) where Six) = ‘F?{F] and ‘?1{3'} = ?Eiﬂ;
similariy, ‘h‘i{E} is symmetrical if for every x, -l.ri{x} £ vi{s) implies

3y #i{y]l = ‘i’i{S'.l' where vi[::}l = vi{y} and vi{g]l = vi{x};

Denoting a possible solution of & by g(A), not necessarily the
sclution A* = g¥(A), consider the Following properties that one might

require of g.

Conditien 1 (invariance): The solution g(A)} is unchanged by

arbitrary pogitive monotonic transformations of uif o e e e Y

he=l Z)e

Condition 2 (symmetry): IFf V(i) di= symmetrical, then V{g(Al}) =

{v}, say, where me S

Copdition 3 (Pareto optimality): No element of g{h) is Pareto

inferior to any element of A. {As usual, x iz Pareto inferior to ¥

if somecme prefers ¥ to x and no one prefers x to ¥.)
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Condition 4 {rationml chodecel: IFf AgcA' and ANgla') ¥ @,

then A glr') = gla).

These conditions are analogous to thosa that cheracterize the Mash
{195C) solution to a bargaining problem (eof. Luce and Raiffa 1957,
Pp- 126-127), allowing for the diffevences in basic assumptions. Regarding
Cendition 1, Nash instead assumes von Feumznn-Morgenstern utility fupnctions
which are wmique up to positive linear transformations. OCur Condition 2
calls for symmetry in every dimemsion, while that of Nash is unidimensional.
Condition=3 and % are the same as Nash, Condition b4 beding Rrrow's

requirement for a "rational” choice function (Arvow 1359, Defipition C4).

The Nash selution is 2 singleton and has the intevesting property
that it satiafies hiz fouwr conditions and is the only solution that does so.
In order to get comparable results we wiil assume that V(A%) is a

singleton; otherwise, Condition Z would be unreascnalkle.
lemma 2. If = gk, g satisfies Conditionsz 1 toc 4.

- . LR h
Proof. Since a positive memotonic tracsformation of wu, carries

along u];‘, Condition 1 is obviously satisfied.

Assume the hypothezis of Condition 2. Since ﬂjfﬂ} is symmetrical,
sc is Ui(ﬁll which ias jusat the northeast bormdary of "1{-‘.3- Therefore,
Erom the fact that Y{A} is symmetricel, =0 i& wni}. Thus ‘..le:.-.l'} is
symmetrical, whence alsa '-.’2{.&2}, znd therefore ‘;’Eﬁﬂ}, Repeating the

argument , 1..‘&',.‘;]._'} iz symmetrical for all i, so the comnclusion of Condition

2 Tollows.

rondition 3 is clear since x Iis Pareto inferior to scme ¥ In A
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cnly If x does not belomg to A, for some i, which would contradict = ¢ A%,

To establiish Condition 4, let its hypothesis hold. FWith WAa*)} a
: singleton, we need only show that (i) AV gR{A') <= gk(a), which is
falee cnly if there iz a =z =such that (ii) z ¢ &N Ai{ﬁ Aifﬁ SRR (T

(333} z € A - A%  Suppose such & =z. From = ¢ AMA In (i1} and

L 3 r
the fact that A &', we dire~tly heve z ¢ A, .=

" Thus :cﬂiﬂﬂn?’

using (ii). Since 2z belongs to A, and is '-ri—c:-ptimal in the larger zet

5

A', clearly it is v -optimal in 2 i.e. A ﬂﬂét: Ay, 2nd therefore

1!
Z £ .Il? Pepetition of the argument gives = £ -!I.i for all i, which

contradicts (iii} and proves (i).

Lemma 3. If g satisfies Conditions 1 to 4, g = gh.

Proof. Using Conditiom 1 we can put V(A*) = {v] where § = 37

without changing g(A), and we need to show that V{g(A)} = {¥}. Let us
say that A" syemetrically contains A if for every =x, w(x) & V(A") -
V(&) implies Jy: vy} £ V(A) where vi{x} = ?E{ﬂ and f.ri{:.r} = ‘-*EI::J.
Choose A' so that A' symmetrically contains & and VIA') is
symmetrical. Then by Condition 2, V(g(a'}) = {v} with 51 = ¥ . HKoting
that V{A] and ¥(A'} have exactly the same elements v of the form

— “2 the hypothesis of Condition 4 is satisfied, whence Vi(g(i}) = {w}.

;
Since ~?.'r1 is v,-optimel, 51 > :'1 is pot possible, and -?1 < ¥, meens

that g(A) viclates Condition 3; hence, 51 = vi. ¥ith this in hand, the
argument can be Tepeated with respect to v, to get ¥, = 52, etec., so

that v = ¥ as reguired.

From Lemmas 2 and 3 we therefore have 2 characterization of A% = gh(A)

on the azsumpiion that V(A¥*)} is a singleton.
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Theorem. g = gkt if and only if g satisfies Conditions 1 to L.

™

I¥. Group Decision

It is straightforward to extend the model to the case of n  persons.
& review of Section II, where the arbiter plays the role of the group
decisicn fonction, will show that the determination of A% ig not
dependent in any way on there being only two persons. A review of Section
ITI will also show that it is applicable to © persons after suitable
redefinitions. Let w(e) denote a permutation of the components of
e = Eai, S e'}. We now say that V{5) iz symmetrical if for every x,
e = vix)} e V(S) implies that for all n{e), Fy: viy) ¢ TJI(E} where
viy) = n{e); similarly for V,(5); =nd A" symmetrically containz &
if for every x, e = vix) € V(&') - V(a) implies Ay, wledd: wiy) e V(&)
where viy) = ={e). The procfs in Section IIT then apply to the n-person

caze almost word for word.

Defining the relation R by xRy if x e g®(i{x,y}), R is a (totall
arderines % since g* satisfies Conditiom 4 {Arrow 195%, Thecrem 3).

Let '.I':F-hj.l' if h prefers % to ¥ or ccnsiders them indifferent, and

dencte his ordering Rh aon 5 by P;

of Arrow's (1963) celebrated impossibility theorem, the following conditicme

From Murakami'=s {1961) formalation

cannat all be satisfied.

{a} Free triple: There is a set T of three aiternatives on which

h wmay have any logicelly posaible R.? e R

(b} WNondictatorship: There is no h such that for all x, ¥y e T,

uPhg,r implies xPy, where xPh:,r means not th:: and xPy means not

ml
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{c) Upanimity: For all =, y, xPy if gPhy for all h.

{d} Independence of irrelevant alternatives (ITA): g*(L) is

:
invariant with reszpect to any changes in (R, ..., ") that leave

l n
{RF:" e FA] unchanged.
It iz easy to show the corpatibility of (a), (b} and {c) with ouwr
model, so ITA is perforce vioiated. Consider A = {x, v} where 1-‘:{:!{] =

ﬁi{y} and vﬁ(x] < vﬁfy] so that xPly and yPEx+ Since x and ¥ are
both v,~optimal in this 2-perscn case, A% = {x} If vzix} > v?{FJ-

Suppose mow that e2ch h  lowers his u:“ with the result that

vg{x] = v:{y), which leaves Ei and Ri unchanged. But now, x and

¥ are also v,-optimal, so A% = {y} if v (¥} > v,(x), viclating ITA.

The motivation for IIA is zimply to make the group decision
indepencent of alternatives cutside A (Arrow 1963, p. 26), but it goes
farther by making the group decision a funmction solely of individual
preference orderings on A. It thus rules out any group decision function
like g* where the group decizion depends on the parameters (the u?* in
the caze of g*) that determine those orderings. The latter can remain
the same even though the parameters change, as in the present example with
only two persons and twe alternatives-—-there are noe "irrelevent”
alternatives--thus violating ITA when p*{A) changes. We would conclude
from this that IIk is overly restrictive, much more so than is usually
realired, and that the label "independence of irrelevant alternatives" is

apt to mizlead. Certainly, no dependence on irrelevant altermatives is

negded for a vialation.
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Ve Iheertainty

If the -~onsequences of ap alterpative are contingent oo the state of

h :..
"mature o, write u.(x,0) iIpstead of u,{x). let
- -

1_
p?{x} = Priu,(x,0) 2yt

-

%

* b :
=FJ:|:. s then -k

o 5% 3 H h
and dssiume a probability level p;  =uch that if ;.ri{‘.lﬂ
considers. x matizfectory or dcceptable with respest to his ith oriterion

of choice under uncertainty. The greater i= F‘?n, the lesgz iz -he willing

to risk falling short of ub*,

-

The idea that some prebabilities are acceptable is clear from the
common reference to "acceptable risks" in ordinary language. It is alse
an old cne in the literature. It the classical Neyman-Fearson rule, &
specified probability of aveoiding a Type I error is taken as zatisfactory,
and in applied statistics, some probability level iz considered good
encugh for the purpose of detecting batches of items containing more than
a certain fraction of defectivas. Where the acceptable prnhahil;ty is not
attainable, it would be matural to take p?{x} as an aspect of chodice.
Cramér thus viewed "the probability that income will fall below some
critical level &z the criterion for ordering" the altermatives facing an

insurance company (cited by Arrow 1851, p.423).

Writing q:(x} = min {p?{xlr EE*} and qh{u} = {q?ix}, qgix}, S
our assumption for the uncertainty case is that h has an I*-ordering
given by qh {instead of v under r:er'ta_i.n*::.rfl.i’r One will note the
absence of any expected utility concept in this formulation. The expected

value of u?(x, g) iz not well defined with u? merely "ordinal", and
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it is umecessary for determining a person®s choice.

Putting qh for W0 in Sectiens IL to IV, the entire discussion

" there alsc applies to the casze of wncertainty. Moreover, each person may
have his owm subjective probabilities reparding the possible states of
nature. In the growp decisicn problem discussed by Savape {1954, pp. ATI-
17y '.P, whoazsumed von Nevmapn-Horgenstern ulillity Tumctions,; the Dembers of
the group have éifferent probability judgements but the same preference
crdering on the set of pozsible outcomes. The latter restrictiom is of

course not required in our formelation.
¥I. Copncluding Femarks

The solution of this paper te the arbitration problem is merely a
repeated applicatiom of the Idez of Pareto optimality to a multidimensicnal
utility framework. f the sclutiom is pnigue, it satizsfiezs four mnﬁ_iti;ms
analogous to those of Nash which seem rTeasonable in the context, and it is
the enly sclution that dees so. Interestingly, it violates Arvow's
independence of irrelevant alternatives conditicn although in ne way does
it depend on altermatives outzide the admissible set. One could therefore
argue that this Arrow condition is even more restrictive than has been

thought.

The goletion accomodates the case of uncerteinty, n persons, and
the group decision problem under uncertainty even when subjective
probabilities are different, so it is quite versatile. A1l this is made
pogsible by the basic assumption of lexicographic preferences, specificaliy,
that we have L*-orderings. One reader's reaction to an earlier dralft of

thizs paper--having in view the familiar wtility furction--was that the
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assumption of L*-orderings is "extreme". Most eccnomists have become so
accustomed to real valued utility fimctions that anything else is
congidered an aberration. It should be kept in mind that a wtility
funEtiun is ap analytical tool pure and simple for the study of praferences,
which are logically prior. "Utility, in its most general form, is= ...
represented by a finite or infinite dimensionsl vector with real components
.++ @nd these vectors are ordered lexicographically"™ (Chipman 196G, p. 221).
Suraely it would ba a misapplicaticn of Jecam's razor not to use a Bove
powerful if wfamiliar tool o solve existing problems, if the more

familiar tool i= inadequate.

Iniversity of the Philippines
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Kotes

1. For masterly statememts of the growmds for L#-ordering and
lexicographic wtility in general, see Ceorgescu-Roegen (1954) and Chipman
(19€0). See also Day and Rebinson {1973) for a useful continuity property
of -L*-crdering under certain conditions, and Encarnacidn (1964a, b, ¢,

1965,. 1969, 1983a, b] for L[¥-ordering hypotheses in wvarious contexts.

2. For convenience we will speak of x £ A, and wv.(x) e V.(4)
indifferently as vi—nptimnl; identifying x with w(x) should also

cause no coenfusion.

3. A Pareto optimal point in a set is Pareto optimal in any of its

eubeats .

L. Alsc referred to as & weak ordering. R is a total ordering om
X if for 211 x, y £ X, xRy or yhx, &nd for all x, ¥, z e X, xPBy

and  yEz  Impifes xBz.
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