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Abstract

Thisz paper proposes a solution to the problem of group decision
under uncertainty when individuals have lexicographic preferences. The
~ proposed solution satisfies four properties analogous to those that

characterize the solution tc the Nagh bargaining problem, and if the
sgt of feasible alternatives is fair in a certain sense, it is also the

only soluticon that does =0.
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Lexicographic Group Choice Under Uncertainty®

'JEI'H'E Erlcﬂ'ﬂ-ﬂﬂifﬂ * J:"-l

The usual approach to the problem of group chodice under uncertainty is
o asaume von Neymann-Morgenstern wtility fun-l.:tima (Savage 1954, Theil 196&).
In this paper we will comsider the problem under the basic assumption that
individuals have lexicographic utility functions (see Fishimgn 1874 for a
survey of this literature, noting especially Georgescu-Roegen 1554 and Chipman 3.
1960): The solutien which we will propese satisfies four properties analogeus
to those that characterize the solution to the Hash (1%50) bargaining problem.
[f the set of fmazsihle alternatives iz "fair" in a certain sensa, it is also
the only scluticn that does so. Section 1 defines an individual’s lexicographic
sreferences. Section 2 describes a model of group choice for two persons and
Section 3 gtates some properties of the solution. Section & is an extension to
the D~ e¢rson case. Ee?tim 5 considers the case of mrtajm:j' and Section & iz
i cencluding remark.

1. Lexicogsiphic Preferences

Consider first the case of certaintv. W¥We assume multiple aspects or
miteria of choice among alternatives, sc that to saph alternative x correa-
sends a vector ulx) = (u (x}, v (x),...) wherethe "ordinal™ utility fupctien

1, ranks alternatives in terms of the ith choice eriterion. Criterion us is

rore .aportant or has higher pricrity than oy if i< j. For each u., there

is a real mumber uz

lil'.x.'l 2 u; ope can say that x  is acceptable with respect to the ith’critericm.

dencting & critical or satisfactory level, so that if

* . y
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Weiting vi{x.‘;l = mintu, (x], u;} and wi{x) = ['r:ht]'. v,(x)y «.nds x i

* preferred to y if and only if the first nonvanishing component of vix) - viy)
is pesitive, i.e. the preference ordering of the x's is given by the lexico-
graphic ordering of the corresponding v(x)'s. An arbitrary positive monotomic
transformatior of Uy {which carries along ug'.i, hence of v, (=13, 2, suslky

yislds the same ordering. i

“In a previous note {Encarnacifn 196%) such a preference ordering was
called an L* ordering in contrast to L-ordering where v} = = for all i.
L¥* ordering is more flexible in permitting a less important criterion to play

a role in choice once the critericn preceding it in the repking is satisfied.

Alsc, nothing prevents “j’ say, from being a fimetion of W5 ...y uj_j B0
that if the latter criteria are satisfied, uj—-a composite critericn so to
speak—eould become the maximand. Under L¥-ordering the common statement that
. wanth e imlimited may be represented by an infinite-dimensional v and not
in the usual way by the unboundedness of a real-valued utility functiom. Such
2 v aleo results by interpreting the first Yy components_as criteria of
cheice pertaining to events in time perded 1, the next T, c?n:pﬂnenta as
criteria for time pericd 2, and so on. Various interpretations thus make it

patural to donsider w as infinite-dimensicmal.

In the absence of certainty the cutcome depends on the state of nature
5, =0 we need to write :.Ii(:t, s) in place of ui{x]. Let Ei{:i} = {s| ui(x. 5)
£ u?). sencting the probability of = by fls) and writing

p.u) = I £F(s) = Priu, (x, s) = u¥}
A 85 (x) 4 x



let
q;(x} = min{p (x], p;‘]'

where P; is the probability level considered acceptable for getting a
satisfactory outcome in terms of the ith criterion, so that tc each X corres-
ponds  g(x) = (q,(x), q,(x), ...}. The preference ordering of the =x='s is then
given by the lexicographic ordering of the g{x)'s (cf. Encarnacifn 1965). The

aim is to reach as many of the P:‘ﬂ- as possible in their order of importence. .

~ Using probabilities to rank alternatives is an old idea. Cramér
congidered "the probability that income will fall below some critical lewvel as
ihe criterion for ordering” the alternatives facing an insurance company (cited
by Arrow 1851, p. 423). In the course of discussing verious determinants of
choice, Marschak (1850, p. 120, n. 10) has cbserved that Menother important
parameter is the probability that a certain veriable (cash reserves, annual
profit, etc.) fall below a constant, for example, below zero,” Roy (1952) has
argued in the same vein. The concept of a satisfactory probability fs alsc
familiar from the etandard statistical practice of taking some probability level
as good enomgh.for the purpose of detecting batches of items containing more
than a certain fraction of defectives. The clasefcal Neyman-Pearson rule is
gimilar; a specified probability of avoiding a type 1 errorncis taken as satis-
factory. Cl-:rsur- to the present discussion, Charnes and Cooper (19265} have
analyzed programming problems 'llh&].'t the usual inequality ﬁmnﬂinta are only

required to hold st stated probability levels.

In the certainty case, the aim is to reach as many u;‘s as possible,
starting with the most important. Under uncertainty, ome has to be satisfied
with probabilities, and one speaks of acceptable risks in the pursuit of

chjectives,



2. The Model

Consider a group of twc persons indexed by k e K = {1, 2}. The notation
of Section 1 is now to be understood to have superscripts to label different

persons. Accordingly.,

pki{x} = ] £(x) = Prk{u!f{x, g} & u?}
- 5
se5 (x)

q:{h‘.} = nﬁn{p];[x}, P}.Fi} fom 31,2, sves ku K

where uﬁ is in peneral different from uﬁ and probabiiity judgments alsc

differ. Person k's preference ur'd-.;-_f:-i:'.s of the =%s is givem by the
lexicographic n:-demng of the qk{x}'ﬂ, where qk{n} = {q:(xl, q::{x}. saslta
Let 'r: be an arbitrary positive monotenic transformatiom, and write I'E =
‘f;;(q:l. Clearly k' preference ordering is given just a= well by the

lexicographic ordering .of the I‘k{:lc}"l, where rk{x‘.i = [r:i:t}, r:{z}, o

A solution to the group choice problem selects a ponnull subset of the
set of faaaih_!l.e alternatives, call the latter set A, as the group choice.
Writing ri{x}ﬁ{ri[x}, fi{::]}, an alternative % ¢ A may be represented as
a point wlx} = (r;(x), r,{x), ...} in what may be called r-space. If B

iz a set of alternatives, we Will wwite

¥;(8) = {r(x)]x € B}, ¥(B) = {r(x)|x ¢ B).

Let T:* = T;{P:ﬁl- It ie clear that %(A) is bounded from above by the
L

: 's, We assume that ¢(A) is a closed, conpected, snd pomcountable set.
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¥ k
A, = {n e Hj,-:l.h'y e A, : (Fk: rdy) > rln) =

Fn: {00 > PHENY, 1 =1, 2, ey

where A, = A. Ay iz the set (noonull because #{A) is closed) of what may be
called (Papetc) r,-optinal elements in A. If =eh, there ieno y in A
which everyene copsiders at least as good as 3 and someone considers better.
The selection iz narrowed by ‘“‘2 f:'hi whose elements are rz-vnptima.‘. as well

as rlwptimal, etc., and we propose

.FI-D =Anﬁin-!l2ﬂ”-

as the solution. HNote that ‘a‘ic'ﬂ‘i-i for- all i and A‘j = ﬁ‘j-l for a par-
ticular J only if the jth pair of criteria does not serve to parrow down

either persco’s own choices. In general, A, would be & proper suhset of
i-1"

¥e now assume that rk iz infipite-dimenzional for all k, and we wish
to show that ﬂ&ﬂ} is a one-element set. Define @ measure o, = o(y(A;)) of
the Meize” of $(A;) by '

o= ¥ 73 max 14 (e, ¥3} 22 ¥ £ A

R = (=, ¥) i
where
. {x) r.{y)
dtn, ) = fde - 2
I‘J‘."j[IH ey
1/2
iz a measure of distance between r'jl'.:rr.'.!| and rj{:r}, and |m] = (wem)™" ",
Clearly o, Elﬁi_l for all i since A, retaine only these elements of A, ,
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that are r.-optimzl. The sequence -[:sj} is thus a deecreasing seguence and
sinée o 20 for all i, it is bounded from below and therefore comvergeat.

¥e make two assunptions: (i) Gy > & for at most & finite number of

o
-1

&
_i:lcj-l for

all i pot in J. Although (i) is stronger than is needed, it is hard to see

integers § e J; (i) there s a X, 0 < } <1, =vch ithat «

why (i) should fail to bold in the nature of the case; (ii) also seems reasomable,
for if A:_ # !"iui’ ﬁi excludes most of the elements of 4, , {viz. thoze which
are not” r -optimal). Under the assumpticms the sequence {o,} converges to

0, di.e. the sequence H(Ai}i converges to & point, =o that we have the
following

Lemma. Hﬁu} iz a cne-element set,

It is interesting that the assumpticm of infinite-dimemsional utility
vectors, which would seem to complicate matters, actuzlly permits 2 considerable
eirplification of the preblem, By & simple extension of Fareto optimality to the
infinite-dimensional case, a wmique solution in r-space results. We comsider

the sclution AC fair in the sense that it is not arbitrary.

What might appear ocbjectionable about the procedure 3'.5- that we are letting
at each stage a lower priority criterion decide, in effect, e choice with
regard to a higher priority one. This seems to be precisely what one does,
however, when he doss not know how the alternatives rank in terms of the more
inq.'nﬂ:'tal; + griterion. For example, in deciding where to spend a restful holiday
in gome pew place, it may happen that ome has no knowledge of the ranking of the
possibilities ar regards restfulness. There is neo ﬂa.-g- then for him to decide

on the basis of this criterion. But if he has a minor preference for the sea as



against the moumtains, he ca. narrow the field of choice by conszidering only
places near the zea. The "arbiter" in a social choice problem is in a similar
‘position for he har no way of sslecting anm altermative in A; ;4 without being

mrbitrary, so ke lets .'13._ nartow down the choice.
d. Properties of the Solution

Denoting the solution of A by gl{4), not necessarily the proposed

solution kﬂ, consider the following properties that one might require of
e,

glh).

Copdition 1 (invariance): The sol_cion g{A) is unchanged hy arbitrvary

positive monotonic transformations of ui:‘ and 1:-: timl, 2, «ca X e XKl

Condition 2 (sgmmetry}: Suppose that (a, b} e *i(ﬂ.} + (b, a) ¢ #i{.!..'l

for all a, b, i. Tnen ¢{p(A)) = {r}, say, where gl

Cendition 3 (Faretc optimality): No element of g(A) is Paretc infericr

to any element of A. (As usual, x is Pareto inferior to v if scoecne

prefers y to x and no one prefers x to y.)

Cendition § (rational choice): If AC A" and ANg(A') # #, then

Anglat) = gla),

These conditione correspond to the four properties that characterize the
Rash selution {cf, Luce and Reiffa 1957, pp. 126-127), though the underlyizg
assumptions are of course different, (ur Conditicns 1 and 2 are called for hff.
lexicographic wtility functions while these of Nash are based on von Hemmarm—
Horgenstern utility fimctions. Conditions 3 and % are the same a3 those of

Nash. Comdition 3 has strong traditional appeal, and Conditiom % is Arrow's



requirement for a "rational™ choice function (Arrow 1959, Definitien Ch).

Theorem 1. IF gla) = ﬁﬂ, glh) satisfies Conditions 1 te b.

‘Proof. Ai iz unaffected by a positive monctonic transformation of
u];_ﬂur of pi:, which carry along u.ik* atd p-]'::l._’,I respectively (i =1, 2, ...)s
B An renaing the same and Condition 1 is satisfied. Given the hypothesis

of Condition 2, ¢.{A) is symmetrical with respect to the diagonal line

-
ri = ri‘ and therefore wder the procedure that determines Au, ﬂj{Ai} iz
symmetrical with respect to the same line (i = 1, 2, ...). Since (&) i=

tonnected, in view of the lemma we must then have 1!{.&'0} = p , where f‘l '5'52,

so that Condition 2 holds. Ceondition 3 is clear since x is Pareto inferior
to some y in A& only if x does not belong to A, for some i, but

= E i implies x e Ao for all i. To show Condition 4 we first prove ‘that
its hypothesis implies . (i) A /M1 g{A') £ g(a). Statement (i} is false only if
there is @ =z s=uch that (ii) =z ¢ A Ag(a?) but (iii) =z e A - g{a). Given
that g(A) = Au, statement (iii) implies a least integer I such that

- !.Eﬁj,, using =~ +to denote negation. But - Ecﬁj in;]iaﬂ 'zs&‘j
since z cannot be rio-optimal in A! if it is mot Tj—uptinal in the smaller
set A. Hence = z g g{A'), which contradicts (ii), sc that (i) holds.
Therefore under the hypothesis of Conditiom 4 which says that & ng(a') is
nontmll, ﬂ'{hﬂg;{.ﬂ'” = g{p(A)) fFrem (i) and the Lemma. Hence y e gl4)

implies v £ AN (A"}, which establishes Condition & and completes the proof.
We have described the solution A~ as fair, but it is possible that
A itself might in some sense be unfair to begin with. Call r normalized

if r'-:'n-l Fol miTOE
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Definition 1, A, is unfair 3f Va: (xef, + (Fk:ri) =1 &

i
gh:_ ﬂ?[:{} < 1)), with v normalized: otherwise, A is fair., If A, is

. fair for all i, A is fair; otherwise, A is unfair,

This is a relatively weak requirement on fzirpess of the feasible set

since it only rules out the case where some person Decessarily satisfies his

FEtC AT T ; i i G
ith criterion while suciber persou doss wot {in the solution A7 ).
k

fair, there is an r: € *i“’i} with r,

all k. Thiz does pot exclude the possibility of an X ¢ A

If Ailﬂ-

=1 forall X or elase r};":i for

5 such that 3JIk:

r:{x] =1 & Fh: r&{x} = 1,

Theorem 2, & ig fair if and only if there is a normalized r asuch

G

that x e g{A) = A" —+ I'j'{..'-:} = I‘E{KL

Proof. The "if" part is cbvious, To show the "only if™ part, suppose

A is fair and r is nommalized. It is clear that if ¢.(2°) = {7;} has

al 2
f-; <1 for all k, we can always put T, = ;i by using Conditiom 1. IT

i
«k

r; =1 for all ks there iz no problem. The only case that needs examination
has f‘? =1 and f-?_ <1 for some k, b, i despite the fact that, since A,
is fajir, there exists P wi[&i} with z-lf €31 for all k.  If such a case
holds for .';ﬂ, we will say that ﬂ:{.ﬁﬂj iz a cormer point. Suoppose, then,

that ﬂ.ﬂ?} is corner point, and let B = A - A.E'- If ﬂBu] is alsc a corner

point, let C= B - 3”, and so op. Since Ma':‘}, wfﬂﬁh -»-y would be one-
element setz, $(A) cannot be exhausted by removing a countable pumber of its
elements, so we must have & w{ﬂ“}, say, which is not a corner point. By
Condition 1 we can put 4::[::’“} = {r} where 2 :-*2, Consider D eatigfying
the hypothesis of Condition 2 such that CC AC T and for each i, the

boundary points of 1-_1._{[:} and "im} en the diagonal line r'; =r. are
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. 0 - o e :
identical. By Condition 2, %{D ) = {r} with r = r°. Since every point r

gati=fying ¥ = ri and belonging te ¢(D) also belongs to ${C}, we have

i}

q‘:.ul"'u.nEr # § and therefore eI = ¢ by Condition 4%. Hence ﬂr::“} = ﬂn“],

or {F} = {v}, =o that ﬂ.ﬁﬂ} = {r} since CC ACD.. In cther words ﬁ{.!.ﬂ]

carnot be a corner point, proving the thecorem.

T

Theorem 2 implies that if A is fair, the solution Au will not let
any person k satisfy hiz ith critericn if some b does not satisfy his.
e,

* Either everyone satisfies hi= ith criterion or everyome does not, and this

o

holds for 2}l 1. The zclution & _thua seema fair also in an ethical sense.

Thecrem 3.. If A is fair and g(A) satisfies Condition 1 to 4,

gla) = A",

Proof. Let the hypothesis hold., By Theorer 2 we can choose r =0
that STV SR il B E 3R, ia ity ondition 10 GTA) HOUE Da: diiianged.
We need to show that ¢(g(8)) = {r}. A= in the proof of Theorem 2 consider A’
satiefying the hypothesis of Condition 2 such that A C A* and for esch i,

the boundary points of #i(h'.l ard wi{&'i on the diagopal line r'i = ri are

identical. By Conditicn 2, ¢(g(A')) = {3} with ©% = »%, Sipce every point

satisfying - e e belonging to ${A'} alsc belongs to $(A), A Ng(A)#d

and therefore A Mg(A') = g(A) by Condition %. Hemce ~(g(2)) = {r}. Let

and fi'{}r}rii. Since y is

ri-c:ptimal, ;i > ;'*1 is not possible. If ;1 < f*i, every person k considers

¥ better than x in terms of ::':F':r in which case g(4) vioclates Condition 3.

x e glA} and ye £’ o that rlx} = v

Hence ¥, = B,. With this fact in hand, the argpument can be repeated with

respect to T to get r

i 52, atc,, so that r = & as required.
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The following thus holds from Theorems 1 and 3.

Theorem 4. If A is Fair, g(A) = A% iF and cnly if g(A) satisfies

Conditions 1 to 4.

Y. Generalizaticn te n FPerzone

4 review of Se.tion 2 will show that the procedure for determining Aﬂ

is in mo ﬁy dependent on the fact that there are only two persons in the group.
We mnhmpluﬂ:a K=1{1, 2} by X=1{1, sc., n}, write ri(x] = (r}fz}, G
:'-E{::}], and the appropriate discussion of the choice problem for n° permons
would be the same almost word for word.

A review of Section 3 will also show that it applies t¢ n persons after

modifying Conditien 2, which would now read as Tollows.

Condition 2' (n-person symmetry): Suppose that o e §;(4) + =lc) € (&)

for all i, ¢ and w{c), where =(c) is= & permutation of the compoments of

c = (f:i. cres € 0o Then ${zfA}) = {3} with =° = £ s anl k, h e K.

With this revision, #Ii{.ﬁ.:l‘ is gymnetrical with respect to the hyperline

I'i T I‘?- The definition of & fair A remains the same, the discussiom
would be applicable to n persons almost word for word, and we would have the

game theorems for n peraons.
5. The Case of Certainty

In this case the concept of satisfactery probability levels becomes
vacucus atd it would suffice to say that perscn k's preference ordering of

the x's is given by the lexicographic ordering of the corresponding i) s
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A=see the first paragraph of Section 1). Interpreting r:]; = -r]:.r{qiitl noW as

I'i; = *ri{'v];}, with » mnormalized by T};{ﬂ?i] =31 forall i apnd k, a
review of the preceding sectionz will show that the entire discussion (igpering
referencee to probabilities) applies as well as to the certainty case. All

precfs are the same and the saze theorems hold.

et

Thus we have & possible solotion to the social choice problem under
certainty and under uncertainty. We have described the solution 2% as fair
in the sense of not being arbitrary, and it also seems fair in an ethical sense.

This suggests the possibility of making welfare compariscms.

Defivition 2. Inm situatiom =, person 1 is better off than 2 if the

first nonvanishing difference w;(x} - 'H:{I}, i=1, 2, ..., is positive, where

k P _
&-fz(x} =1 if rix) =1, ukiix} = 0 otherwise, and r iz normalized.

There -is here an- interpersonal comparizen of wtilities made possible by
the fact that under L¥-ordering, each person's criteria of choice are ordered
by importance =o that different persons' ith criteria (even if not the same} can
be matched, What only counts, however, is whether or not eriteria are satisfied,
not the degrees to which they are failed, which are noncomparsble. From

Definition 2 and the n-person versiom of Theorem 2 follows directly

‘Theordm 5. A dis fair if and omly if no cne is x;Aﬂ is better off

than anyone else.

Az a =olution to the social choice problem, A° necessarily violates
one of the Arrow (1963) requirements for a social choice function. Let society's
and k's orderings on the set of conceivable alternativesz be denoted by R -and

B respectively. B is a total (i.e., weak) ordeving, and xRy if and only



T 1 1
e :.IFkK, Pk being k'=s preference relation, R, Amplicitly defined im

gla} = {x = .&1 ¥y c A: xFyl,

is & total erdering if g(A) satisfies Condition 4 (see Arrow 1959, Thecrem 3).
{

Hemee with gl{Al = A, B is aleo a total ordering, and x ie socially
preferred to y f(or xPy) if and oply if = yBEx.

Murekami's {1961} formulation of the Arrow impossibility thecrem shows

.
that R cannot simultanecusly satisfy’the Pareto principle and the free triple,
nondictatorship and independence of irrelevant alternatives (IIR) conditioms.
The last condition says the following (H.ﬁ iz the social ordering ou A and
Rﬁ iz k's).

IIR: RP.

that do mot affect {R:]: = (ni. i R:}..

is invarisnt with respect to any change=s in R} = '[P.I. e el

The first three requirements are easily satisfied in cur model, so IIR
must be violated. Comnsider a 2-person szociety and 3, ¥ € A such that
ri(x} > ri{_v,r} emd rf(:.r} > rf{:u}, 20 that :-:Elg.r and :.1'!:'2:‘:- With ::-2':::} >
I‘:L‘Fh xPy. Suppose now that each k  lowers his u};. leval so that r;(:-n} =

r:{y} = 1 in the new normalization. Individual preferences are unaffected,

but now, r, RO longer discriminates between x® and y  so that yPx if

i

ey} > r.(x}, Thus IIR is viclated mot because R, depends on alternatives

ouwtside A& —— the label "independence of irrelevant altermatives™ is mizleading

in this regard--but beczuse R, in our model depends on the individual para-

Fil
metere of cholce (the u?*’s} and the same {Ri'} oconid result from different

setz of parameters [ef, Encernacitm 1963).



o
f. Concluding Femark

The propozed sgolution to the group choice problem satisfiea Arrow's
reguirement for a rationzl choice function, Parete optimality, symmetry, and
an jnvariance property. It iz alse the only scluticn ‘I‘.'h;!l.‘t gatisfies ti:feua
properties if the feasible set is fair in a certain sense. We conaider the
solution fair in not being arbitrary and alsc fair from ap ethicel viewpoint.
A= a solution to the problem of sceial cheice, it bufurf:e violates Arvow's :
Pindependence of irrelevant alternatives™ condition which however, in our view,

iz the least important of the Arrow conditions for a social choice funetiom.

ne aspect of the model of this paper remains to be noted explicitly. If
each compoment of the utility vector pertaing to a particular time pericd,
we would in general expect later-time components to have Ligher-numbered ;
suhscripts. The lower value of the future has then to do ndt with discomnting
but with the loser pria;ritjr attached to later events i:n. & lexicographic wtility
fremework. There is no need for individual or social rates of time preference,

which are used only to conwvert time series into real numbers.
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